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Abstract—Thermal crosstalk within a heterogeneous 3D IC
results in higher temperatures for low-power dice; this is
particularly true in memory-logic, photonic-logic, and MEMS-
logic stacks. The elevated temperatures may consequently impact
the performance of the low-power devices. This paper describes a
thermal solution for both heat removal as well as thermal
isolation within a 3D chip stack. Based on the evaluated memory-
logic 3D architecture and compared to conventional air-cooling,
the proposed technologies reduce the maximum temperature of
the memory die from 75.6 °C to 36.7 °C and processor die from
75.9 °C to 60.1 °C.
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I. INTRODUCTION

While significant work has addressed the thermal
challenges of 3D integration, e.g. the increasing power density
and inter-stack thermal resistance [1], relatively fewer efforts
have been proposed to mitigate the negative effects of thermal
coupling between different dice in a 3D heterogeneous stack,
and in particular, to minimize inter-die thermal coupling.

For instance, in a DRAM-processor stack, the DRAM will
usually have a relatively higher temperature due to strong
thermal coupling [2] even though the DRAM itself dissipates
much lower power than the processor. However, a higher
DRAM temperature (in extended temperature range) degrades
memory performance by 8.6% and results in 16.1% additional
power [3]. Likewise, in silicon nanophotonics, the ring
resonators are sensitive to temperature [4]. Similarly, there are
temperature coupling challenges for 3D stacking of MEMS and
their readout circuits [5] [6]. From the above examples, there is
a need for novel technologies to reduce the thermal crosstalk
within the stack to ‘protect’ the low-power and temperature
sensitive dice.

To resolve this thermal coupling problem, we investigate a
3D stack architecture with an interposer embedded
microfluidic heat sink, an air gap between the stacked dice, and
a low-resistance thermal path to cool the isolated die [7]. The
low-resistance thermal path, which we call the ‘thermal
bridge,’ is a copper plate cooled by an auxiliary heat sink. The
3D stack configuration is shown in Fig. 1.

In this paper, we explore the opportunities of the proposed
architecture and develop a thermal model to benchmark the
proposed architecture with baseline stacks that utilize an air-
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Fig. 1. Proposed architecture with interposer-embedded heat sink, thermal
bridge, and air-gap isolation.
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Fig. 2. 3D stack (a) with conventional air cooled heat sink (b) with interposer
embedded microfluidic heat sink (MFHS)

cooled heat sink and standalone microfluidic cooling (without
air gap and thermal bridge).

II. BENCHMARK ARCHITECTURE

A. Proposed and baseline stack architectures

The proposed architecture, shown in Fig. 1, has three key
features: 1) A microfluidic heat sink (MFHS) is integrated in
the interposer and consists of two separate parts. The main
MFHS is under the processor die. It serves as the main thermal
path for the stack. The auxiliary MFHS is located at the
peripheral of the interposer and is used to cool the thermal
bridge (to be discussed later). 2) An air-gap thermal isolation is
integrated between the high-power and low-power dice to
reduce the thermal crosstalk, and 3) a “thermal bridge” is
attached on top of the isolated low-power die to provide an
‘external’ low-resistance thermal path for the isolated die.

Fig. 2 shows two 3D stacks with different cooling solutions
that are used as benchmarks for our proposed approach. The
first 3D stack is based on a conventional air-cooled heat sink
(with heat spreader). The second 3D stack is cooled using a
microfluidic-cooled interposer, as shown in Fig. 2(b). Even if
the microfluidic-cooled interposer can lower the stack
temperature compared to the air-cooled heat sink, the thermal
coupling between the two dice remains as an unsolved
challenge.
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Fig. 3. (a) Physical structure of the thermal bridge; (b) Lumped resistance
modeling for bridge fins and TIM
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Fig. 4. (a) Configuration used for the validation example. (b) The cross-
sectional view of the 3D stack. (c) Power map of die #1. (d) Power map of
die #2

B.  Thermal bridge

Without an effective thermal path for the isolated die, the
temperature of the isolated die may be relatively large. In Fig.
1, this need is addressed using the “thermal bridge,” which can
be formed using a modified copper spreader. Fig. 3(a) shows
the physical structure of the thermal bridge. The top surface of
the copper thermal bridge is 1.5 cm x 1.5 cm with a thickness
of 500 um (assuming chip size is lcm x 1 cm). A convective
boundary condition of 3.6x10* W/m?-K is applied. To simplify
the structure, we model the bridge fins and TIM (attaching the
bridge to the interposer) as lumped thermal resistors shown in
Fig 3(b); the width of the fin (2 mm) justifies this
simplification.

C. Thermal modeling

By using non-conformal grids in the chip and interposer [8]
and the weighted thermal conductivity calculation in the chip
domain [9], we implement a thermal model using the finite
difference method. The schemes are described in [10]. We use
the backward Euler scheme [10] to implement the transient
analysis. To model the thermal interactions between the
fluidics and the chip, we added the energy balance equation
described in [11] into our finite difference scheme.

Fig. 4 (a) (b) shows an example 3D stack that was used to
validate the thermal model with ANSYS. The power map of
each of the stacked chips is shown in Fig. 4 (c) (d). All surfaces
are adiabatic except for the top surface, which is defined to
have a convection heat transfer coefficient of 40,000 W/°C-m?.
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Fig. 5. Thermal map of both stacks using ANSYS and the model.

The chip size is 1 cm x 1 cm. To reduce the meshing and
analysis complexity in ANSYS, we only use 400 uniformly
distributed TSVs between the two dice in this validation
example. The TSV diameter is 50 um, and we assume there is
no liner (again, to simplify ANSY'S meshing). The thickness of
both dice is 50 um and the bonding layer is 5 um. The thermal
maps of both dice using ANSYS and the thermal model are
shown in Fig. 5 and match to within a maximum error of 7%
for this example.

III. COMPARISON OF DIFFERENT 3D STACKS

In this section, we benchmark the three memory-processor
stacks described in section II in order to gain insight into the
benefits and challenges of our architecture.

A. Specification

Table I lists the thickness and material properties of all
layers (structures) modeled in all 3D architectures considered.
The chip size is assumed to be 1 cm x 1 cm. The interposer is 2
cm X 1.5 cm. The heat spreader is 4 cm x 3.5 c¢cm (scaled
according to our chip size) and the total thermal resistance
from the heat spreader to ambient is 0.218 K/W [12]. The
interposer embedded microfluidic heat sink is assumed to be
the same size as the chip; we assume thermal characteristics
similar to those reported in [1] at a flow rate of 100 ml/min.
The modeled thermal bridge is shown in Fig. 3(b). The ambient
temperature is set to 25 °C for all three scenarios.

B.  Power density maps

Fig. 6 illustrates the power maps of the memory and
processor dice. The memory die layout is based on a 3D DDR3
DRAM design from Samsung [13]. The layout of the processor
die is based on the Intel i7 microprocessor [14]. The total
DRAM power is set to 2.82 W [15], and the total processor
power is set to 74.49 W based on the /ntel Core i7 processor
[16]. The processor TSV diameter is assumed to be 5 um with



TABLEI
PARAMETERS

Conductivity ~ Thickness Heat Mass

(W/K-m) (um) capacity density

(J/Kg'K) (Kg/m®)
TIM 3 20 1000 2900
Memory die 149 100 705 2329
Underfill layer 0.9 5 1000 2100
Air gap 0.024 5 1030 1.23
Processor die 149 100 705 2329
Micro-bump 60 40 227 12000
Interposer 149 200 705 2329
Copper 400 N/A 385 8690
SiO, 1.38 N/A 705 2648
fluidics 0.6 N/A 4187 1000
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Fig. 6. Power density distribution: (a) Memory die (b) Processor die
a silicon dioxide liner thickness of 0.5 um. A total of 10,000
TSVs are assumed to be uniformly distributed throughout the
chip. There are 1,600 uniformly distributed microbumps with a
diameter of 40 um between the bottom die and the interposer.

C. Steady state thermal comparison of the three stacks

The two baseline stacks are shown in Fig. 2. Because the
TSVs influence the decoupling results of the air-gap thermal
isolation concept, we evaluate the proposed stack with and
without TSVs to give a ‘worst’ and ‘best’ case analysis.

TABLE II
COMPARISON OF DIFFERENT STACKS
Unit:°C Tiax (Memory) Tmax (Processor)
Stack with air cooled 75.56 75.89
heat sink
Stack with interposer 61.49 62.12
embedded MFHS
Proposed stack w/o 36.69 60.08
TSVs
Proposed stack with 46.76 54.46
TSVs

Table II illustrates the maximum temperature of each die in
all 3D stack scenarios. From the results, we find our proposed
architecture has the lowest temperature. Moreover, our
proposed architecture decouples the heat from the processor
and the memory. In the first two scenarios, the memory
exhibits a temperature value that is similar to the processor.
For the proposed stack with thermal isolation, the memory
temperature is only 36.69 °C even though the processor
temperature is as high as 60.08 °C (assuming no TSVs).
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Fig. 7. Thermal maps of proposed stack (a) without TSVs (b) with TSVs

However, when TSVs are inserted in our proposed stack, the
thermal coupling increases, as expected, compared to the
TSV-free case. The thermal map of each die is shown in Fig. 7.
From Fig. 7(b), we find the temperature distribution of the
memory die to be similar to that of the processor and the
temperature difference of the two dice is only 7.7°C compared
to 23.4 °C in Fig. 7(a). Thus, the TSVs clearly impact the
thermal isolation. Although the TSV-free case has no practical
application in 3D ICs, the clustered-TSV layout design to be
discussed in the next section obtains a temperature difference
close to this case.

D. Transient thermal comparison of the three stacks

Fig 8(a) is a plot of the assumed power dissipation profile
(activity) of the processor die from 0 s to 4 s. The initial power
is 15 W and is increased to a peak power state (75 W) for 2
seconds and finally brought back to its initial state. Fig. 8(b)
shows the processor and memory temperatures as a function of
time for all three stack scenarios. Our proposed stack narrows
the temperature range of the memory die. In the first two cases,
the temperature range of the memory die is 38.21 °C and
28.23 °C, respectively. With air-gap isolation, the temperature
variation of the memory die drops to 7.32 °C for the TSV-free
case and 16.44 °C when accounting TSVs. This is useful in
applications that contain temperature sensitive components.

IV. THE IMPACT OF DESIGN PARAMETERS

In this section, we thermally study our proposed 3D stack
architecture as a function of the cooling capability of the
thermal bridge, TSV number, TSV diameter, and TSV
distribution. If not specified, the parameters and power maps
are the same as those used in the previous section.
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Fig. 9. Thermal impact of the thermal bridge. The x-axis denotes the
convective boundary thermal resistance of the bridge fins and the y-axis is
the maximum temperature of the dice.

A. Thermal bridge

The thermal bridge influences the maximum temperature of
the stack. If its thermal resistance is too high, the isolated die
will not be cooled effectively, resulting in a higher
temperature.

Therefore, we plot the maximum temperature of each die as
a function of the total convective boundary thermal resistance
(applied at both fins of the thermal bridge in Fig 3(b)); this is
done for the 3D stacks with and without TSVs. The results are
shown in Fig. 9. When the boundary thermal resistance of the
thermal bridge increases, it has a relatively minimal impact on
the temperature of the processor die but has a large temperature
impact on the memory die, as expected. This is because the air
gap decouples the two dice and the thermal bridge mainly
cools the memory die. Fortunately, in our proposed system, we
use a separate (isolated) microfluidic heat sink to cool the
thermal bridge, and this leads to a boundary thermal resistance
of 0.463 K/W. Thus, the memory die can be cooled down
effectively.

B. Impact of TSVs

(1) TSV number and diameter

The diameter and number of TSVs impacts the equivalent
thermal resistance of the thermal air-gap isolation. In order to

evaluate the impact of the TSVs, we simulated the following
scenarios: first, we fix the TSV diameter to 5 um and TSV
liner to 0.5 pm and sweep the number of TSVs from 1,600 to
10,000. Next, we fix the total number of TSVs to 10,000 and
sweep the TSV diameter from 2 pm to 10 pum (TSV liner
thickness unchanged).

Fig. 10(a) and 10(b) show the impact of the number and
diameter of the TSVs, respectively. As the TSV total volume
increases, the air-gap layer becomes more thermally
conductive, and the inter-die heat coupling becomes stronger
thereby reducing the temperature difference between the two
dice. If 2 um diameter TSVs are used rather than 10 um, the
memory temperature is 38.92 °C compared to 49.73 °C for the
10 pm diameter TSV case. Further scaling of the TSV
dimensions will yield additional improvements in the thermal
isolation of the air-gap.

(2) TSV distribution

In 3D ICs, the TSVs are good heat conductors due to the
high thermal conductivity of copper. The area in which TSVs
are located will undergo stronger thermal coupling. Thus, the
placement of the TSVs is an important thermal consideration.
When the TSVs are clustered (such as in wide-I/O technology),
increased thermal coupling is expected to occur locally. In this
manner, the thermal coupling from the processor die will be
localized in the memory die.

For the memory die, the clustered TSVs act as the I/O pins
and are outside of the memory cell circuits (labeled by a
dashed rectangle in Fig. 11(a)). Hence, the memory cell
circuits will become relatively ‘free’ from the thermal impact
of the processor because there are no TSVs in the area of the
cell circuits.
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Fig. 11. Thermal maps of clustered TSVs and uniform TSVs. (a) TSVs are
clustered in the solid-line box; (b) The same number of TSV is uniformly
distributed

To this end, we cluster the TSVs only in the center. The
resulting TSV cluster is assumed to be 1 mm x 5 mm and is
assumed to have 49x100 TSVs, which is labeled by the solid
rectangle in Fig. 11(a). For a fair comparison, we also
consider uniformly distributed TSVs (4,900 total TSVs). The
results are shown in Fig. 11(b).

In the clustered TSV case, the maximum temperature of the
whole DRAM die drops by 6.20 °C compared to the uniformly
distributed TSV case. Moreover, the maximum temperature in
the cell circuits area is only 37.50 °C, which is a drop of
7.09 °C and is much closer to the 36.69 °C reported for the
(ideal) TSV-free case discussed in Section III.C. By clustering
the TSVs far from the memory cells, the most thermally-
sensitive portion of the die becomes more isolated from the
high power die.

V. CONCLUSION

This paper evaluates air-gap isolation as a potential
technology for thermal decoupling in heterogeneous 3D ICs.
In the evaluated memory-processor stack with air-gap
isolation, the memory temperature is reduced by 38.9 °C
compared to conventional bonding with underfill. To maintain
the thermal benefits of an air gap, the thermal bridge should
provide sufficient cooling to remove the heat from the
memory die. Likewise, the TSVs should be carefully designed
taking the thermal effects of their number, diameter and layout
into account.
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